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Resampling of Data Between Arbitrary
Grids Using Convolution Interpolation

V. Rasche,* R. Proksa, R. Sinkus, P. Börnert, and H. Eggers

Abstract—For certain medical applications resampling of data
is required. In magnetic resonance tomography (MRT) or com-
puter tomography (CT), e.g., data may be sampled on nonrecti-
linear grids in the Fourier domain. For the image reconstruction
a convolution-interpolation algorithm, often called gridding, can
be applied for resampling of the data onto a rectilinear grid.
Resampling of data from a rectilinear onto a nonrectilinear grid
are needed, e.g., if projections of a given rectilinear data set are
to be obtained.

In this paper we introduce the application of the convolution
interpolation for resampling of data from one arbitrary grid onto
another. The basic algorithm can be split into two steps. First,
the data are resampled from the arbitrary input grid onto a
rectilinear grid and second, the rectilinear data is resampled onto
the arbitrary output grid. Furthermore, we like to introduce a
new technique to derive the sampling density function needed
for the first step of our algorithm. For fast, sampling-pattern-
independent determination of the sampling density function the
Voronoi diagram of the sample distribution is calculated. The
volume of the Voronoi cell around each sample is used as a
measure for the sampling density.

It is shown that the introduced resampling technique allows
fast resampling of data between arbitrary grids. Furthermore,
it is shown that the suggested approach to derive the sampling
density function is suitable even for arbitrary sampling patterns.
Examples are given in which the proposed technique has been
applied for the reconstruction of data acquired along spiral,
radial, and arbitrary trajectories and for the fast calculation of
projections of a given rectilinearly sampled image.

Index Terms—Arbitrary grids, convolution interpolation, den-
sity function, Voronoi diagram.

I. INTRODUCTION

RESAMPLING of data between arbitrary sampling grids
is important in several medical applications. On the one

hand, resampling of data sampled on nonrectilinear grids onto
rectilinear grids in the Fourier domain is required for recon-
struction of several tomographic techniques such as computer
tomography (CT) or magnetic resonance tomography (MRT).
On the other hand, resampling of data from rectilinear grids
onto nonrectilinear grids becomes important for applications
such as the fast calculation of projections.
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Several algorithms for performing reconstructions from data
sampled along a nonrectilinear grid have been introduced.
Clark et al. introduced a technique treating a nonuniform
sample sequence as resulting from a coordinate transforma-
tion of a uniform sample sequence [1]. They could show
that under certain conditions band-limited functions can be
exactly reconstructed from arbitrarily distributed samples. In
1985 O’Sullivan [2] introduced a convolution-interpolation
technique based on the original work of Brouw [3] for the
reconstruction of CT data. He suggested not to perform a direct
reconstruction of the CT data, but to perform a convolution
interpolation in the frequency domain from the CT data
sampled on a polar pattern onto a rectilinear grid. The final
image in the spatial domain was obtained by successively
applying a two-dimensional (2-D) Fourier transform. The
main advantages of the reconstruction technique introduced
is its reduced computational complexity of in-
stead of in the case of filtered backprojection and
its applicability to the reconstruction of data sampled along
arbitrary trajectories through the frequency domain. During
discretization of the convolution-interpolation technique, the
spatial extent of each sample or the sampling density at
each sample must be known for correct approximation of the
integral. In the case of projection reconstruction tomography or
spiral MRT is known analytically and the application of
the convolution interpolation is straightforward. Unfortunately,
the analytical expressions for assume ideal trajectories.
Especially in MRT, this requirement is often not fulfilled. The
trajectories may be significantly distorted by nonideal gradient
performance [4] causing more or less arbitrary trajectories.
Furthermore, gradient waveforms not analytically given can be
applied to make full use of the available gradient performance
[5], [6]. In some of these cases, however, the corresponding
density functions are not available analytically. Although in
special cases the density function can be calculated [7], [8],
there is a need for algorithms that allow the extraction of the
density function from the trajectory itself and several recent
publications addressed this problems for spiral-like trajecto-
ries in MRT [5], [9]–[11]. A nice overview and comparison
between the different techniques is given in [12]. We wish to
introduce a different approach using the Voronoi-diagram [13],
[14] of the sampling distribution for the determination of the
density function. For the 2-D case we define the spatial extent
of each pixel according to the area of its Voronoi cell.

The calculation of projections as needed for 2-D/3-D regis-
tration [15], [16], or for reconstruction techniques such as the
algebraic reconstruction technique (ART) [17] or Bayes’ un-
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folding [18] is currently done by use of ray-tracing techniques
[19]. The computational complexity of projection calculation
can be reduced from an expected performance of to

if the calculation is applied in the frequency
domain, as shown by Napelet al. [20]. Interpolation in the
frequency domain, however, causes an intensity modulation
in the spatial domain, depending on the interpolation function
used. In contrast to Napelet al. we apply a convolution inter-
polation in the frequency domain using a convolution function,
the Fourier transform of which does not have zero values
within the desired region of interest in the spatial domain.
This allows the pre compensation of the convolution effects
in the spatial domain prior to performing the convolution
interpolation in the frequency domain. Since the compensation
of the convolution-interpolation effects is applied as a pre
processing step, the interpolated data in the frequency domain
are error free if numerical errors are neglected. This allows
interpolation of the Fourier transform of the object function
onto an arbitrary grid in the frequency domain. For example,
this resampling approach is used for calculation of projections
by resampling of the data onto a polar grid in the frequency
domain. This new technique has shown promising results
in the reconstruction of spiral data sets using an ART-like
reconstruction technique [21].

II. THEORY

Let and be a Fourier transform pair. The effect
of sampling in the frequency domain can be interpreted as
the multiplication of the continuous function with a
sampling function , yielding the sampled data set

(1)

The effect of the sampling to can be easily derived from
the Fourier convolution theorem [22] as

psf (2)

with psf being the Fourier-transformed sampling function
or point spread function (PSF), and indicating the Fourier
transform.

For MRT, the typical data acquisition in two dimensions is
performed on a standard Cartesian grid, yielding a sampling
function which is a simple 2-D function

(3)

with fov being the required interval in the frequency
domain, being the image size, and fov being the field of
view.

For CT sampling of the data is performed along radial lines
yielding a 2–D sampling function as

(4)

with being the angular increment between suc-
cessive views.

The resulting PSF’s have been discussed in the literature
[22]–[25] and are not within the scope of this paper.

B. Step I: Convolution Interpolation from
Arbitrary Grid 1 onto a Rectilinear Grid

Convolution interpolation was introduced by Brouw [3] in
1975 and in 1985 a fast sinc function gridding algorithm was
introduced by O’Sullivan [2] as an alternative approach for the
reconstruction of CT images. The idea was to pass a convolu-
tion kernel over the data sampled on the arbitrary
grid , with the output of the convolution calculated at
the uniform intervals on a rectilinear grid . For each
point of this rectilinear grid, the convolution kernel centered
at this point is used to extract those surrounding samples that
contribute to the value and their corresponding weighting. The
resulting data set is given below. The index 1 refers
to the first step of the algorithm.

(5)

The Fourier transformof yields

psf (6)

Assuming a suitable Cartesian sampling function
allows omission ofpsf and the resulting image
can be written as

psf

(7)

with . Equation (7) shows that the Fourier
transform of the resampled data set gives the desired image

multiplied by the Fourier transform of the convolution
kernel and, hence

(8)

Appropriate choice of ensures a nonzero over
the image, as required to avoid singularities in (8). Suitable
kernels are discussed in more detail in [2], [26], [27].
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Fig. 1. Example for convex hull in the case of a projection reconstruction
data acquisition. Sampling points are indicated as solid circles, sampling
points belonging to the inner convex hull are additionally marked by squares,
sampling points belonging to the outer convex hull by stars, and the resulting
convex hull is marked by the open circles.

Considering a noncontinuous sampling function , the
discrete case of (5) results as

(9)

with being the area of the frequency domain that is
assigned to , and the index indicating samples on
the rectilinear grid. In case of equidistant sampling
is constant and causes a scaling of the final image. In case
of nonequidistant sampling, however, cannot be sep-
arated and it is crucial to compensate for the nonconstant
density of over the frequency domain. Mathematically,

can be seen as the weighting of theth function
resulting from the parameter transformation to an equidistant
grid as described in more detail in [25].

Inspection of (9) shows that the sampling function , as
well as its weighting function , must be known in order
to apply a convolution-interpolation. For arbitrary sampling
functions, the weighting function is not known analytically
and must somehow be extracted from the sampling function
itself.

1) Determination of the Weighting Function:We propose
to use the area of the Voronoi cell around each sample as a
measure for its spatial extent. The definition of the Voronoi
diagram is, according to Aurenhammer, the following [14].

Let denote a set of points (sites) in the plane. For two
distinct sites , the dominance of over is defined
as the subset of the plane being at least as close toas to
. Formally

for , denoting the Euclidean distance function. Clearly,
is a closed half plane bounded by the perpen-

dicular bisector of and and will be termed the separator
of and . The region of a site is the portion of the

plane lying in all of the dominances ofover the remaining
sites in . Formally

(10)

The partition of the plane according to (10) is called the
Voronoi diagram.

To apply this unity-cell approach, the Voronoi diagram is
determined via a Delaunay triangulation [13], [28] and the
area of each resulting Voronoi cell is used as a measure for
the local density of the sampling function.

Any general method for the evaluation of the local sampling
density faces problems in the region of the outer sampling
points. Since the determination of each Voronoi cell requires
the existence of neighboring points, it is necessary to properly
extrapolate the distribution of points such that reasonable
density values can be derived for the outer points. This, in
turn, requires some knowledge about the sampling density
near the edges of the probed-space region. Therefore, there
is no general correct procedure applicable to any arbitrary
distribution of points. However, we propose a method which
deals with any given -space trajectory and which yields
correct results to the first order in the cases of radial and
Cartesian sampling strategies.

Initially the so-called outer convex hull of all sampling
points is determined where the convex hull of a set of points
is the smallest convex set that contains the points. Its enclosed
area is denoted by . Then, all points belonging to the
outer hull are artificially removed from the data set, and the
so-called inner convex hull is determined from the remaining
distribution with its enclosed area denoted as . The value

(11)

is thus the scaling factor by which the outer hull is increased
(relative to its center of gravity) to generate a correct extrapo-
lation at the edges of the sampled-space region. This result
holds to the first order in (with being the spacing between
adjacent sampling points) for radial and Cartesian acquisition
schemes (see Fig. 1).

Different from the common method of embedding the
distribution of sampling points into a fixed bounding box, the
proposed method is capable of determining the local sampling
density function, even at the edges of the sampling grid.

C. Step 2: Convolution Interpolation from the
Rectilinear Grid onto Arbitrary Grid 2

For the convolution-interpolation from the rectilinear grid
onto the second arbitrary grid, the intermediate image
is divided by being the Fourier transform of a second
convolution kernel yielding

(12)
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(a) (b) (c)

Fig. 2. (a) Image and (b) and (c) intensity profile of the ideal software phantom. (c) Zoomed section of (b), as indicated by the vertical lines in (a).

The Fourier transform of yields

(13)

The data on the arbitrary grid can now be calcu-
lated by applying another convolution interpolation according
to

(14)

The noncontinuous version of the above technique can be
derived according to (9). It should be mentioned explicitly here
that the density function is only needed for the convolution-
interpolation from onto . Since the weighting of
the frequency domain is even during the second convolution-
interpolation from onto , no compensation must
be performed for the assigned area of each sample of .

III. M ETHOD

For evaluation, the new technique was applied to the re-
construction of synthetic data acquired along projection re-
construction, spiral, and arbitrary trajectories. Furthermore,
phantom data were obtained along a spiral trajectory with the
angular speed given by , according
to Vlaardingerbroek [29]. With chosen as ,

defines a spiral trajectory that behaves like a constant
angular velocity spiral for and like a constant linear
velocity spiral for . The acquisition of the entire data
set was split up into 20 interleaves, each of which use a data
acquisition window of 16.8 ms. During data acquisition the
eddy-current-compensation boards of the gradient amplifiers
were deadjusted to model a less ideal gradient system and to

ensure a significantly distorted trajectory. The actual trajectory
of the acquisition was measured, using an approach similar to
that given in [30]. All data were acquired on a Gyroscan ACS-
NT 15 (Philips Medical Systems) equipped with a PowerTrack
6000 gradient system, providing 23 mT/m with 200-s rise
time.

The software phantom used in simulations to evaluate the
new technique is shown if Fig. 2. It consists of several tubes,
each of which have a specific diameter and intensity. Its inner
structure permits an easy check of the resulting flatness of
homogeneous regions, as well as the sharpness. For evaluation
of the final image quality, the resulting images themselves and
intensity profiles along the marked horizontal line through the
image (c.f. Fig. 2) were used. Please note that the software
phantom consisted of objects having sharp edges and hence
its Fourier transform did not have a limited support in the
frequency domain. Since sampling was restricted to a finite
area truncation artifacts would arise, even in case of optimal
sampling on a rectilinear grid with reconstruction performed
using a 2-D Fourier transform. To avoid these high-frequency
image artifacts, a simple Gaussian filter was applied to the
data calculated in the frequency domain according to

(15)

with being the maximal extent in the frequency
domain required for reconstruction of an image with resolution

, as defined by Nyquist’s theorem, and defines the
value of the th object at position . In the spatial domain the
applied Gaussian shaped filter has a full-width-half-maximum
value of FWHM .

The second step of the algorithm was evaluated by com-
parison of images, reconstructed from projections calculated
according to the new Fourier-based approach and the standard
ray-tracing-based technique, in which a linear interpolation of
the image data was used for projection data generation.

During all gridding steps a Kaiser–Bessel window
defined as [2]

(16)
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Fig. 4. Voronoi diagram obtained from the sampling pattern of the measured
distorted spiral trajectory. The grid points (dots) are omitted in the central
region of the frequency domain. In this plot, only the central region of the
frequency domain is shown.

with being the zero-order modified Bessel function of the
first kind, defining the window width, and chosen as

was used as convolution function. Its representation
in the spatial domain results [2]

(17)

During all reconstructions was chosen as four. In the case
of projection calculation was chosen as six, and a two-fold
oversampling into the radial direction was applied to avoid
backfolding caused by the convolution kernel.

The Voronoi diagrams were calculated using the QHULL
software package distributed by the Geometry Center, Uni-
versity of Minnesota.1 QHULL generates the Voronoi diagram
with an expected performance of . A preprocessing
step ensures that each grid point is unique during calculation of
the Voronoi diagram. After calculation of the Voronoi diagram,
the data on the input grid is weighted according to the cell area
around each grid point. In the case of multiple acquisitions at
a certain grid point, the cell area was divided by the number
of coverages. Entire determination of the density function for
64 K samples currently needs about 25 s on a Sun UltraSparc
running at 200 MHz.

IV. RESULTS

A. Reconstruction of Data Sampled Along
Arbitrary Trajectories

Results obtained using the new Voronoi technique are
1http://www.geom.umn.edu.

summarized in Figs. 3–5. Fig. 3 summarizes the results ob-
tained with the simulated data. The resulting Voronoi diagrams
are shown in Fig. 3(a), (d), and (g) for (a) the projection
reconstruction, (d) a constant angular speed spiral, and (g)
for a random trajectory through the frequency domain. The
resulting images [c.f. Fig. 3(b), (e), and (h)] and intensity
profiles [c.f. Fig. 3(c), (f), and (i)] clearly show the quality
of the new approach. For projection reconstruction and spiral
data acquisition, no difference between the reference [c.f.
Fig. 2, dots in Fig. 3(c), (f), and (i)] and the results are
visible. In the case of the random trajectory, a four-fold over-
sampling was performed to avoid severe violation of Nyquist’s
theorem. Although the sampling density significantly varies
even between neighboring samples, as is clearly visible in the
Voronoi diagram shown in Fig. 3(g), the resulting image qual-
ity is almost perfect. Some minor deviations are visible in the
intensity profiles, which are probably caused by the unknown
point-spread function of the random trajectory. Effects such
as image blur or enhanced edges, indicating an improperly
estimated sampling density function, are not obvious.

A quantitative analysis of the resulting error can only be
performed for the projection-reconstruction and the spiral
trajectories. For both cases, the density functions are known
analytically and the resulting images can be compared to those
reconstructed using the analytical density function. Taking the
images reconstructed with the analytical density functions as a
reference, the maximal deviations in the images reconstructed
using the Voronoi approach are less 0.5%, and the average
error is less than one part per thousand in both cases.

Results reconstructed from the phantom data acquired along
a distorted spiral trajectory are given in Fig. 5. The corre-
sponding Voronoi diagram is drawn in Fig. 4. Due to the
high-sampling density in the center of the frequency domain,
the grid points (dots) are omitted in the central region cen-
ter. Inspection of the graph clearly shows that the radial
symmetry of the spiral, as well as its location in the fre-
quency domain, is disturbed. The data are reconstructed using
the Voronoi approach [c.f. Fig. 5(a) and (b)], and the full-
Jacobian-determinant approach [c.f. Fig. 5(c) and (d)] [12]. In
the full-Jacobian-determinant approach an analytical density
compensation function, based on the Jacobian determinant
for the transformation between Cartesian coordinates and
the spiral parameters, is derived. Both images, as well as
the corresponding intensity profiles, clearly show that both
approaches yield almost the same image quality. The maximal
difference between both images results to 1% and the average
difference is below one part per thousand.

B. Calculation of Projections

Fig. 6 shows the comparison between the ray-tracing [c.f.
Fig. 6(a), (c), (e)] and the convolution-interpolation approach
[c.f. Fig. 6(b), (d), and (f)] for the calculation of projections
of a given object. The difference images [c.f. Fig. 6(c) and
(d)] between the images reconstructed from the thus calculated
projections [c.f. Fig. 6(a) and (b)] and the input image [c.f.
Fig. 2(a)] show that the interpolation in the spatial domain
causes unsharpness, whereas interpolation in the frequency
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 3. Voronoi diagrams of sampling patterns acquired along (a) a projection reconstruction, (d) a spiral, and (g) a random trajectory. Images and
corresponding intensity profiles obtained using the area of the Voronoi-cell around each sample as a measure for the local sampling density are given
in (b) and (c) for the projection reconstruction, in (e) and (f) for the spiral, and in (h) and (i) for the random trajectory. The dots in (c), (f), and (i)
indicate the intensity profile of the reference data.

domain produce a slight intensity modulation. The maximal
intensity of the appearing deviations from the reference image
is 14% in the case of ray tracing and less than 1% in
the convolution-interpolation case. These figures have to be
carefully interpreted. The maximum deviations in the case
of ray tracing appear at the edges, indicating the slight blur
caused by the interpolation. The average error is much less
and of the same order as that of the convolution-interpolation
case. The corresponding zoomed section of the intensity
profiles [c.f. Fig. 6(e) and (f)] confirms that the sharpness
in the case of convolution interpolation is superior. The

very small intensity variations in the order of less than 1%
are not visible.

V. CONCLUSION

We have shown that resampling of data between arbitrary
grids can be performed by applying a two-step convolution-
interpolation algorithm. During the first step, the data are
resampled onto a rectilinear grid using a convolution inter-
polation. As a second step, another convolution interpolation
is performed to finally resample the rectilinear data onto the
desired output grid. The intermediate resampling of the data



RASCHE et al.: RESAMPLING OF DATA BETWEEN ARBITRARY GRIDS 391

(a) (b)

(c) (d)

Fig. 5. Images reconstructed from the data obtained along the distorted spiral trajectory taking the actual trajectory through the frequency domaininto
account. In (a) the density compensation function (DCF) was obtained using the Voronoi approach, whereas in (c) the DCF was obtained according to the
full-Jacobian determinant approach. The intensity profiles (b) and (d) are taken at the indicated lines.

onto the rectilinear grid allows fast compensation of effects
caused by the convolutions.

The use of the area of the Voronoi cell around each sample,
as a measure of the local sampling density, has been shown
to be a very reliable and general technique for the estimation
of the sampling density function in the case of an arbitrarily
distributed sampling pattern. The determined sampling density
has been shown to be convincing for the reconstruction of
simulated data acquired along projection reconstruction, spiral,
and random trajectories through the frequency domain. The
application of the new technique to the reconstruction of
phantom data acquired along a distorted spiral trajectory has
also been shown to produce almost perfect image quality.
The Voronoi-diagram approach has been shown to be a very
powerful tool for the calculation of sampling density functions.
Compared to competing techniques, such as the full-Jacobian-

determinant approach, the Voronoi-diagram approach has the
significant advantage that it only depends on the sampling
pattern itself and not on the acquisition order. This allows the
application of this technique, even in cases where competing
techniques may fail, such as intersecting trajectories [12]. Its
application as a general tool for density function determination,
however, may be limited due to the high computational
complexity of the Voronoi diagrams as compared to competing
techniques.

The second step of the algorithm allows the resampling of
data available on a Cartesian grid onto an arbitrary grid. The
example of fast calculation of projections shows the high po-
tential of this approach. Although the expected computational
complexity is reduced by one order of magnitude compared
to the ray-tracing approach, the resulting image quality is
convincing. The use of this technique in applications requiring
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(a) (b)

(c) (d)

(e) (f)

Fig. 6. Images reconstructed from the projections calculated via (a) the
ray-tracing approach, (b) the introduced convolution-interpolation approach,
and (c) and (d) their difference images to the reference data. The corresponding
zoomed intensity profiles extracted according to Fig. 2 are given in (e) for the
ray-tracing and in (f) for the convolution-interpolation approach.

projections of a given object will significantly speed up the
calculation of the projections without sacrificing image quality.
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